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ABSTRACT

We present solar low-degree rotational splitting values based on a new analysis of Sun-as-a-star observations from the

Birmingham Solar Oscillations Network, covering a 16,425-day period from 1976 December 31 – 2021 December 20

with a duty cycle of 57 per cent. The splitting values are estimated from the power spectrum using a Markov Chain

Monte Carlo sampling method, and we also present for comparison the results from an analysis of 100 realizations of

synthetic data with the same resolution and gap structure. Comparison of the scatter in the results from the synthetic

realizations with their estimated uncertainties suggests that for this data set the formal uncertainty estimates are

about 30 per cent too small. An upward bias in the splittings at frequencies above 2200µHz, where the components

are not fully resolved, is seen in both the observed and synthetic data. When this bias is taken into account our

results are consistent with a frequency-independent synodic rotational splitting value of 400 nHz.

Key words: Sun: helioseismology – Sun:rotation

1 INTRODUCTION

The low-degree solar p-modes are one of the very few tools
available to probe the structure and rotation of the deepest
parts of the solar interior. In order to use the information
they provide, we need both to determine their properties as
accurately as possible, and to have realistic estimates of the
uncertainties on these measurements. The Birmingham Solar
Oscillations Network (BiSON) has monitored these oscilla-
tions since the mid-1970s, originally in short observing cam-
paigns with one or more ground-based instruments and later
from an automated six-site network, giving us the longest
time series of such observations available to date. In this ar-
ticle we present solar rotational splitting values obtained by
fitting a single Fourier power spectrum covering almost the
entire lifetime of the project to date.
Solar rotation lifts the degeneracy between spherical har-

monics with the same degree l > 0 and different azimuthal
order m, giving rise to a multiplet in which the variation of
the frequency with m contains information about the rota-
tion and asphericity. The solar rotation period of approxi-
mately 27 days corresponds to an angular frequency of about
430 nHz, but because the Earth orbits the Sun once a year,
which translates to an angular frequency of 31.7 nHz, the
“synodic” rate that is measured from Earth-based observa-
tions is approximately 400 nHz. This means that the differ-
ence in frequency between them = −l andm = l components
at a given degree l and radial order n is about l × 800 nHz.
Figure 1, which is based on the first-guess table discussed be-
low in Section 3.5, shows how the m = ±l splittings for l=1,
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2, and 3 relate to the mode width; because peaks need to be
separated by at least twice their FWHM Γ to avoid a biased
or unstable fit when using unconstrained Maximum Likeli-
hood Estimation fitting (see, for example Howe & Thompson
1998), we show both the Γ and 2Γ values as a function of
frequency. The l = 1 components are separated by 2Γ only
below about 1800µHz, while the outer components of l = 3
are 2Γ apart up to 3200µHz. The figure also shows the sep-
aration between frequencies for the (l+2, n− 1)/(l, n) mode
pairs for l = 0 and l = 1; we can see that at frequencies
above about 3600µHz for l = 2/0 and 3800µHz for l = 3/1
the mode pairs are not resolved, so it would be challenging if
not impossible to estimate the splittings of individual modes
in this regime to any meaningful precision.

BiSON data have been used to estimate low-degree ro-
tational splittings since shortly after the deployment of the
worldwide network. Elsworth et al. (1995) used BiSON data
from 1992 January to 1994 August, divided into 16-month
segments, to measure the rotational splittings of l = 1 modes
between 1473 and 2559µHz (radial order n from 9 to 17), of
l = 2 modes between 1536 and 2486µHz (9 ≤ n ≤ 16) , and
of l = 3 modes from 2138 to 2676µHz (13 ≤ n ≤ 17). Chap-
lin et al. (2001) analyzed an 8-yr set of BiSON data from
1992 January to 1999 December; they give splittings down
to l = 1, n = 9 (1473µHz), with the lowest-frequency l = 1
splitting having an uncertainty of 5.3 nHz.

Davies et al. (2014a) obtained splittings and other mode
parameters for modes at frequencies down to 1185 microHz
(n = 7), using a Bayesian algorithm to fit to a spectrum based
on 22 yr of BiSON data from 1991 January to 2012 December.
They cite a “duty cycle efficiency” for this dataset of 68.3 per
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2 R. Howe et al.

Figure 1. Mode linewidth for low-degree solar p-modes as a func-

tion of frequency. The dashed grey lines indicate the m = ±l split-

ting values for l=1, 2, and 3 modes; the dotted curves indicate the
l = 2/0 and l = 3/1 separation. The solid horizontal line corre-

sponds to the 1/day alias frequency.

cent in a time series prepared to optimize for low-frequency
noise.
Garćıa et al. (2008) analyzed a time series of 4182 days

from 1996 April 11 to 2007 September 22 from the Global
Oscillations at Low Frequencies (GOLF) instrument onboard
the Solar and Heliospheric Observatory, with 94 per cent duty
cycle. They were able to measure splittings down to the l =
1, n = 7 (1185µHz) mode. They cite Chaplin et al. (2006) on
the possible bias of splittings by leakage from higher-degree
modes (e.g. l = 4 impinging on the l = 2 fitting window),
and hence they use a 45µHz window to fit each mode pair.
They state that the l = 1 splittings are “roughly constant”
for the smaller fitting windows up to 3400µHz but increase
at higher frequencies than that, whatever window is used, so
they trust the splittings only up to 3400µHz.

2 DATA

The main data set that we analyze here is based on nearly 45
years of data from BiSON, prepared as described by Davies
et al. (2014b). The time series is zero-padded to give an in-
teger multiple of 365 days and covers 45 × 365=16,425 days
from 1976 December 31 to 2021 December 20, with an overall
duty cycle of 57 per cent. The performance of the network in
its early years has been described by Chaplin et al. (1996),
and a more current overview was given by Hale et al. (2016).

3 ANALYSIS

We form the acoustic power spectrum by carrying out a Fast
Fourier Transform of the prepared time series between the
selected dates, in which any missing data are replaced by
zeros in the detrended time series.

3.1 Peak Profile

We fit the spectrum using a model in which each mode or ro-
tationally split component is an asymmetric Lorentzian func-
tion of the frequency ν, described by the formula

P (ξ) =

(
h

1 + ξ2

)
× [(1 + 2bξ)], (1)

where

ξ = 2(ν − ν0)/Γ, (2)

ν0 is the frequency of the Lorentzian component, Γ its width,
h its height, and b is a fractional parameter characteriz-
ing the asymmetry. The expression simplifies to the normal
Lorentzian for b = 0. This is the formulation proposed by
Nigam & Kosovichev (1998), but the quadratic term in b is
suppressed, as proposed by Fletcher et al. (2009), in order to
ensure that the value of the expression is small far from the
central frequency.

3.2 Rotational multiplets

Because rotational splitting lifts the degeneracy between
modes of the same l and different m, for each (l, n) there
are potentially 2l + 1 components of different m. As the in-
clination of the Sun’s rotation axis to the observer is close
to zero, we assume that components with l − m odd have
zero amplitude: Davies et al. (2014a), who also neglect these
components, estimate their size at less than three per cent
of the |m| = l power. In practice, therefore, we only deal
with l + 1 components for a mode of degree l: m = ±1 for
l = 1, m = 0,m = ±2 for l = 2, and m = ±1,m = ±3 for
l = 3. Furthermore, we assume that the frequency and ampli-
tude of components within a multiplet are symmetric about
m = 0, and that components m,m′ within a multiplet are
separated by (m−m′)δΩ, where δΩ is our “splitting” param-
eter; following Davies et al. (2014a), as we are concerned only
with low-degree modes we do not take into account differen-
tial rotation or asphericity. The asphericity term for l = 2
is just detectable in BiSON data at epochs of high solar ac-
tivity (Chaplin et al. 2003), but while it might bias the fre-
quency measurement it should not bias the splitting. For the
l = 3 multiplet, because of differential rotation, measuring
the splitting in this way is not quite equivalent to measuring
the first-order term of the polynomial expansion of frequency
as a function of m, but the difference (which we estimate at
around 5 nHz) will be within the uncertainties for all but the
lowest-frequency modes, and for those the signal-to-noise ra-
tio of the inner components is low, so it is not practical to fit
the differential rotation term. The height of the m = 0 com-
ponent of the l = 2 multiplet and the m = ±1 components for
l = 3 modes are scaled by a visibility factor Vl relative to the
m = ±l component; we base the prior distributions for these
factors on values of 0.54 for V2 and 0.38 for V3. These values
correspond to the ones used to construct synthetic BiSON-
like data as described by Chaplin et al. (2006), based on the
fitting results of Chaplin et al. (2001). The asymmetry and
width parameters are also assumed to be the same for all
components within a multiplet. The full model is built up by
adding the asymmetric Lorentzian functions for each compo-
nent in an l = 2/0 or l = 3/1 pair to a flat background offset
c.
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Low-degree solar rotational splitting 3

Figure 2. Echelle diagram showing the power in the 45-yr BiSON
spectrum in greyscale, with the coloured areas marking the fitting

ranges for the l = 2/0 (blue) and l = 3/1 (orange) mode pairs.

The dark streak to the left of the l = 2/0 ridge is the l = 4 mode,
which is excluded from the fitting.

3.3 Window-function convolution

Ground-based observations, even with a network, tend to
have a daily periodicity in their observing window; the so-
lar spectrum is convolved with the power spectrum of the
window function (Lazrek & Hill 1993). This results, among
other effects, in “sidelobes” at 1/day (11.57µHz) on either
side of each solar mode, which for some orders coincide with
the other mode in an (l, n)/(l−2, n+1) pair. To mitigate this,
as the last step of evaluating the model function we convolve
the model with the power spectrum of the window function
(a sequence of ones and zeros of the same length as the data,
where a non-zero value corresponds to data being present),
truncated at ±100µHz. The convolution is implemented such
that the model outside the fitting window is assumed to take
the background offset value c, to avoid step-function effects in
the convolved model that would occur if it were set to zero. To
be specific, we use the astropy.convolution.convolve fft

function and set the fill value keyword to c.

3.4 Fitting Window

We fit the modes in pairs, (l + 2, n − 1)/(l, n), where l is 0
or 1. To specify the fitting window we first take the mid-
point of the mode pair and then choose the upper and lower
limits to be at least 22µHz above and below this point. We
also require that the central frequency of each multiplet in
the range should be no less than 15µHz from the end of
the range, extending the range if necessary to ensure this.
In practice this means that the l = 2/0 pairs are fitted in a
44µHz window and the l = 3/1 pairs, which are more widely
separated, in a window of about 50 – 55µHz. By using this
relatively narrow window we avoid interference from the weak
l = 4 mode, which typically appears about 25µHz below the
l = 2 peak, as shown in Figure 2.

Table 1. Details of the prior distributions for the model parame-

ters. The parameters for the distribution are given as µ, σ for the
normal distribution (N ) and as the lower and upper bounds for

the uniform distribution (U). The values µA,l and µc are derived

from the smoothed spectrum, while µν,l and µΓ,l are taken from
the first-guess table. The value of µV,l is 0.54 and 0.38 for l = 2

and l = 3 respectively.

Parameter Prior distribution

log10 A N (µA,l, 5)
b N (0, 0.05)

νl N (µν,l, 3µΓ,l)

δΩ N (0.4, 0.1) ∗ U(0,∞)
log10 Γl N (µΓ,l, 0.5)

log10 c N (µc,l, 5)

Vl N (µV,l, 0.2µV,l) ∗ U(0,∞)
log10(Γl/Γl+2) N (0, 0.2)

bl − bl+2 N (0, 0.001)

νl − νl+2 U(0,∞)

3.5 Optimization

We use the affine-invariant sampler from the Python emcee

package (Foreman-Mackey et al. 2013) to perform a Markov
Chain Monte Carlo (MCMC) sampling of the model poste-
rior distribution given the observed spectrum. The spectral
density is χ2

2 distributed, and so the log-likelihood function
is given by (e.g. Anderson et al. 1990)

logL = −
N∑
i=1

logMi + Si/Mi, (3)

where the sum is over the N frequency bins in the range
around each mode pair, M is the model and S is the ob-
served spectrum. Note that strictly this equation only applies
for data without gaps; introducing gaps lowers the effective
resolution of the power spectrum and means that the bins
are not independent.

The priors we apply to each of the model parameters are
presented in Table 1. We use prior distributions based on
the Gaussian function for all of the parameters of our model,
specified by a centroid value µ and a width σ. Hard con-
straints – where the log-probability goes to −∞ if the limit
is exceeded – are used to keep the splitting and the visibil-
ity factor positive, modifying the underlying Gaussian prior
for those parameters. The centroids of the prior distributions
for the frequency (ν) and width (Γ) parameters are taken
from a first-guess table in which the frequencies are based on
the results of Broomhall et al. (2009) and the mode widths
are from a smoothed version of earlier historical fits to low-
degree modes. For amplitude, line width and background off-
set terms we vary the logarithm of the parameter, so it is the
logarithmic value that is drawn from the distribution. Some
additional prior constraints are included in the calculation
of the prior probability function in order to keep the widths
within a mode pair reasonably close, and to ensure that the
asymmetry values within a pair are strongly correlated. A
further hard constraint on the difference between frequen-
cies in a mode pair is applied to prevent the modes in the
pair from swapping places, which can otherwise occasionally
happen when the mode width is approaching the separation
between modes.

We use 100 walkers over 2000 steps and discard any walkers

MNRAS 000, 1–9 (2023)



4 R. Howe et al.

with an acceptance fraction below 0.16. While there is no
formal criterion for the convergence of an MCMC fit, from
visual inspection of the evolution of the parameters during
the fit we found that the parameters usually settle around
their final value within the first 500 steps.
The full information about the fit result is contained in the

posterior distributions of the parameters, and we illustrate
some of these below in the results section. We use the me-
dian and half of the difference between the 16th and 84th
percentile of the marginalized posterior distributions as sum-
mary statistics on each of the model parameters when a single
uncertainty is needed, while the positive and negative uncer-
tainties shown in Table 2 come from the difference between
the median and the 84th and 16th percentiles respectively.
In most cases the posteriors for the splitting are Gaussian
in form and close to symmetrical, so these are equivalent to
1-sigma errors.

3.6 Synthetic data

To test the fitting procedure, we used synthetic BiSON-like
“SolarFLAG” data prepared as described by Chaplin et al.
(2006) and Howe et al. (2015). The SolarFLAG data are con-
structed with δΩ = 400 nHz and visibility ratios of 0.54 for
l = 2,m = 0 : m = 2 and 0.38 for l = 3,m = 1 : m = 3, the
same values used for the prior distributions in our fitting. We
generated 500 independent 11-year realizations, each covering
a solar cycle with activity variation based on Cycle 23. We
then concatenated these realizations in sets of five, applying
the BiSON gap pattern, to simulate the full BiSON history,
yielding 100 realizations of a 45-year spectrum. Each of the
synthetic spectra was fitted in exactly the same way as the
real BiSON one. By averaging the fitting results from many
realizations, we can both check that the uncertainties in our
results are appropriate and uncover any systematic bias in
the results.

4 RESULTS

4.1 Synthetic data test with multiple realizations

We show in Figure 3 the superimposed posterior distributions
of the splitting parameter for fits to our 100 synthetic 45-year
spectra. We can see that there is some spread in the centroids
of the distributions, increasing with frequency. In Figure 4a,b
we show the mean value µσ of the 1-sigma error estimated
from the distributions and the standard deviation σµ of the
mean value, and in Figure 4c we plot the ratio of µσ to σµ.
We can see that the ratio values cluster below the y = 1
line, which suggests that the uncertainties from the fitting
are underestimated, by about 30 per cent on average. To be
more precise, the mean and standard errors of the µσ : σµ

ratio are 0.64 ± 0.05 for l = 1, 0.74 ± 0.04 for l = 2, and
0.77 ± 0.03 for l = 3. This level of underestimation seems
reasonable given that, because of the duty cycle of the data,
the frequency bins will not be completely independent and
hence Equation 3 is not strictly appropriate. In a separate
test where we fitted synthetic data with 100 per cent duty
cycle there was no such underestimate of the errors.
Figure 5 shows the mean centroid µµ of the splitting esti-

mates over our 100 realizations, plotted as a function of fre-

Figure 3. Prior (grey) and posterior (colour) distributions for

the rotational splitting parameter. The results of fitting 45-year

spectra from 100 realizations of SolarFLAG synethetic data are
superimposed. The horizontal dashed line at 400 nHz indicates the

“true” value used to construct the data.

quency with errors taken from σµ. Here we can see that there
is an upward bias, increasing with frequency, in the splitting
estimates where the mode components are not fully resolved
(above n = 14), but this is generally within the uncertainties
and decreases with l. In the test with 100 per cent duty cycle
this bias is slightly reduced for l = 2 modes but still present.

4.2 Synthetic data test for sensitivity to the
visibility scale factor

It has been shown (Chaplin et al. 2004, 2006) that choosing
the wrong visibility ratios for the l > 1 components will result
in a systematic bias of the splittings. In order to verify that
our chosen method of using a constrained free parameter for
the ratio will ameliorate this bias, we carried out three sets of
tests in which we fitted a single realization of the SolarFLAG
spectrum using a central value of the visibility factor prior
that was scaled relative to our usual value by factors ranging
from 0.7 to 1.3 in steps of 0.15. In the first set of tests, the
σ of the prior distribution was set at the central value multi-
plied by 0.001 ; in the second set, it was 0.2 times the central
value; and in the final set it was 0.4 times the central value.

MNRAS 000, 1–9 (2023)



Low-degree solar rotational splitting 5

Figure 4. The mean width of the posterior distribution of the

splitting, µσ (a), and the standard deviation of the median value,

σµ (b), are shown as a function of frequency for the Monte Carlo
test with 100 realizations of the 45-year SolarFLAG spectrum.

Panel c shows the ratio of µσ to σµ, with the dashed line indi-
cating y = 1.

For each mode within each of the three sets, we then fitted a
linear variation to the derived splitting values as a function of
the prior central value for the visibility ratio, thus obtaining
a value for the sensitivity of the splitting estimate to the cen-
tral value of the visibility ratio factor. The results are shown
in Figure 6. This is similar to the test described by Chaplin
et al. (2004), and the results in the first panel of Figure 6 are
very similar to theirs; above about 2500µHz the sensitivity is
such that a 100 per cent overestimate of the value of the visi-
bility factor would shift the inferred splitting of the l = 2 and
l = 3 modes upward by about 50 nHz. For the modes where
the components are fully resolved, there is no sensitivity to
the visibility factor. In the other two panels, we see that the
sensitivity of the l = 2 and l = 3 splittings to the visibility
factor is substantially reduced by using the wider prior dis-
tributions. Above about 3400µHz, the change of prior has
very little effect. Although at the 0.2 prior width the bias is
not completely eliminated, we have sufficient confidence in
our estimate of the true visibility ratios that we chose to use
this prior rather than a wider one. In practice, when fitting

Figure 5. The median value of the posterior distribution for the

splitting from the Monte Carlo test where 100 realizations of the

45-year SolarFLAG spectrum were fitted using our standard priors.
The error bars are taken from the mean width of the posterior

distributions, µσ . The horizontal dashed line indicates the “true”

splitting value of 400 nHz. The inset plots show the lower-frequency
portions of the plot on magnified scales.

the BiSON data, the differences between the splitting results
for a 0.4 and 0.2 width of the visibility-factor prior are well
within the uncertainties.

4.3 BiSON data

We now turn to fitting the 45-year BiSON spectrum.
Figure 7 shows selected mode-pair fits, plotted on a loga-

rithmic scale. The smoothed input power spectrum is plotted,
but it is almost obscured by the fitted model, giving a visual
indication that the fit is working well. In the Appendix, we
show the corresponding “corner plots” for these fits.

In Figure 8 we show the prior and posterior distributions
for the visibility ratios for the l = 2 and l = 3 modes as a
function of frequency. For most of the modes these are dom-
inated by the prior; at low frequencies this is because the
signal-to-noise ratio of the inner components is low, while at
high frequencies the components are not resolved. For a small
number of modes between about 1700 – 2200µHz the visibil-
ity parameter appears to be somewhat constrained by the
fit, and the posterior distributions suggest that the choice of
prior was appropriate. We consider it reasonable to use the
same prior for all frequencies. In recent resolved-Sun work
(e.g. Larson & Schou 2015; Korzennik 2023) a term depen-
dent on the radial order is included in the calculation of the
leakage matrix (to which our visibility factors correspond) to
account for the horizontal displacement of the modes, but ac-
cording to Larson & Schou (2015) it is reasonable to neglect
this for high-order modes.

Figure 9 shows the prior and posterior distributions for the
mode splitting, and Table 2 gives the median values and ±1σ
uncertainties taken from the distributions. We note that the
distributions for the two highest orders of l = 1 (which are
unresolved) and the lowest order of l = 3 (which is lost in the
background noise) are prior-dominated and are not included

MNRAS 000, 1–9 (2023)



6 R. Howe et al.

Figure 6. Sensitivity of the splitting estimate to the value of a

factor scaling the central value of the prior distribution for the

l = 2,m = 0 : m = 2 and l = 3,m = 1 : m = 3 ratios when the
width of the prior distribution is set at (top) 0.001, (middle), 0.2,

and (bottom) 0.4 times the central value, for a single realization
of the SolarFLAG spectrum.

in the table. There is a spurious second peak in the distri-
bution for the l = 2, n = 7 mode at 1250µHz, reflected in a
very asymmetric uncertainty estimate for this mode, which
is not included in the table. Again, this is a case where the
signal-to-noise ratio of the mode is poor and the fit may be af-
fected by a noise spike. Otherwise, the splittings appear to be
well constrained and the posterior distributions are close to
Gaussian. In Table 3 we show the splittings and uncertainties
after adjusting for the bias and underestimation of uncertain-
ties identified by using the synthetic data: the uncertainties
have been scaled by the µσ : σµ ratio from the Monte Carlo
experiment and the difference between the mean splitting es-
timates from the synthetic data and the true 400 nHz value
has been subtracted from the splitting estimates.
We can estimate a mean splitting over several modes by

combining samples drawn from the posterior distribution for
each. After applying the adjustments used in Table 3, for
8 ≤ n ≤ 15 we obtain values of 399.3+6.4

−9.6 nHz for l = 1,
400.3+4.2

−7.4 nHz for l = 2, and 403.5+5.4
−5.0 nHz for l = 3, while

for 16 ≤ n ≤ 23 the values are 402.6+30.1
−36.0 nHz for l = 1,

411.6+11.5
−12.3 nHz for l = 2, and 407.6+9.5

−12.0 nHz for l = 3. All
of these values are consistent with the 400 nHz value used to
construct the SolarFLAG data.

Finally, in Figure 10 we show the splitting values as a func-
tion of frequency in error-bar form, overlaid on the results
from Figure 5. The trends at frequencies above 2000µHz ap-
pear generally consistent, with a few notable outliers. The
low observed splitting value for the l = 1, n = 17 mode at
2559µHz is particularly striking and seems to be robust, as it
occurs even in fitting with different choices for the priors, but
it is most likely a result of the stochastic nature of the mode
excitation rather than an intrinsic feature of the underlying
rotation profile. The l = 1 splittings in general show some
scatter around the synthetic average values, but there is no
obvious systematic trend.

5 DISCUSSION AND CONCLUSIONS

We have derived rotational splitting parameters for modes of
l = 1, 2 and 3 from a BiSON spectrum spanning 16,425 days
from 1976 December 31 – 2021 December 20. Our algorithm
assumes a single splitting parameter per mode, with the visi-
bility ratio for the inner components of l = 2 and l = 3 modes
as a variable parameter. The estimated value for the visibility
ratio is dominated by its prior except for the few orders where
the inner components are both well resolved and have good
signal-to-noise ratios. We present the posterior distributions
from our MCMC fits as well as the centroid estimates and
their uncertainties. It should be noted that the l = 3 split-
ting values do not include a differential rotation term and are
not strictly equivalent to the first-order term of a polynomial
expansion of frequency as a function of m.

We have presented the results for modes where the split-
tings are not resolved, for the sake of completeness. However,
the Monte Carlo experiments we have performed with simu-
lated data suggest that the splitting estimates for these modes
(n > 14) are systematically biased upwards and should not be
used for inversions, at least not without appropriate correc-
tion. This bias appears in l = 1 modes as well as the higher-
degree modes, so we believe it is intrinsic to the problem of
fitting unresolved peaks and not related to the modeling of
the visibility function of the modes nor to the neglect of var-
ious higher-order and yearly effects that are included neither
in our fits nor in the synthetic data. The upward trend in
splitting with frequency in the fits to BiSON data appears
to be consistent with that from SolarFLAG data where the
splitting is constant at 400 nHz, and therefore these results
do not suggest that there is any real upward trend in the
splitting with frequency.

Our Monte Carlo experiments also reveal that the uncer-
tainties from the fitting are underestimated by about 30 per
cent. We believe this is due to the reduction in the effective
resolution of the power spectrum because the overall duty
cycle is relatively low due to sparse observations early in
the time series. The uncertainties should be corrected ac-
cordingly when using the splittings together with data from
other sources, and we have provided a table of data and un-
certainties adjusted based on the results of our Monte Carlo
experiments.

We note that the BiSON observations have a variable duty
cycle, being sparser in the early years, and hence the mea-
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Low-degree solar rotational splitting 7

Figure 7. Sections of the 45-year BiSON spectrum, showing fits to resolved (top) and partially resolved (bottom) mode pairs with l = 2/0

(left) and l = 3/1 (right). A sample of the fitted models derived from the posterior parameter distributions are plotted in purple. The
contributions to the fitted model from each mode are shown in different colours as indicated by the legend. The unsmoothed spectrum is

shown in light grey; note that it extends beyond the boundaries of the plots. The smoothed spectrum is also shown as the darker grey

curve (mostly obscured by the model fits), to illustrate the agreement between the fitted model and the limit spectrum.

Table 2. Median value and upper and lower 1-σ widths (derived from the 16th and 84th percentiles) for the marginalized posterior

distributions of the synodic splitting parameter, for the 45-yr BiSON spectrum. Note that the quoted uncertainties are underestimated
by about 30 per cent. Splittings for modes above n = 15 are biased upwards because the components are not fully resolved, and these

splittings should not be used in inversions.

n l ν [µHz] Splitting [nHz] l ν [µHz] Splitting [nHz] l ν [µHz] Splitting [nHz]

7 1 1185.6 400.9+2.5
−2.7 2 1250.6 . . . 3 1306.7 405.1+2.2

−5.6

8 1 1329.6 399.9+1.7
−1.8 2 1394.7 401.4+2.1

−2.0 3 1451.0 403+9
−14

9 1 1472.8 400.2+3.2
−3.1 2 1535.9 405.3+1.9

−2.0 3 1591.5 400.7+2.9
−3.4

10 1 1612.7 404+4
−4 2 1674.5 402.0+2.7

−2.7 3 1729.1 407+5
−4

11 1 1749.3 400+4
−5 2 1810.3 401+3

−3 3 1865.3 403+3
−4

12 1 1885.1 398+6
−6 2 1945.8 394+4

−4 3 2001.2 404+4
−4

13 1 2020.8 407+7
−7 2 2082.1 392+5

−5 3 2137.8 404+5
−4

14 1 2156.8 385+8
−9 2 2217.7 397+7

−7 3 2273.5 406+6
−6

15 1 2292.0 396+12
−11 2 2352.3 421+8

−8 3 2407.7 393+8
−8

16 1 2425.6 412+12
−12 2 2485.9 415+8

−9 3 2541.7 417+7
−7

17 1 2559.2 363+14
−15 2 2619.8 406+9

−9 3 2676.2 401+6
−7

18 1 2693.4 426+11
−12 2 2754.5 419+8

−8 3 2811.4 415+6
−6

19 1 2828.2 389+12
−12 2 2889.7 425+8

−8 3 2947.0 407+5
−6

20 1 2963.4 413+11
−11 2 3024.8 430+8

−8 3 3082.4 421+6
−6

21 1 3098.3 448+12
−12 2 3160.0 422+11

−11 3 3217.8 429+9
−10

22 1 3233.3 424+18
−19 2 3295.2 399+15

−15 3 3353.6 403+15
−15

23 1 3368.7 499+26
−30 2 3430.9 422+27

−26 3 3489.7 434+22
−21

24 1 3504.4 420+60
−70 2 3567.1 450+40

−40 3 3626.3 430+40
−40

MNRAS 000, 1–9 (2023)
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Table 3. Adjusted values of synodic splitting and errors for the 45-yr BiSON spectrum. The uncertainties have been scaled by the σµ : µσ

ratio from the Monte Carlo experiment, and the difference between the mean splitting and the true 400 nHz value in the Monte Carlo
experiment has been subtracted from the splitting value, for each mode.

n l ν [µHz] Splitting [nHz] l ν [µHz] Splitting [nHz] l ν [µHz] Splitting [nHz]

7 1 1185.6 401+4
−4 2 1250.6 . . . 3 1306.7 405.0+2.6

−6.8

8 1 1329.6 399.7+2.3
−2.5 2 1394.7 401.4+2.6

−2.4 3 1451.0 403+10
−15

9 1 1472.8 400+5
−5 2 1535.9 405.2+2.7

−2.9 3 1591.5 400+4
−4

10 1 1612.7 405+7
−7 2 1674.5 402+4

−4 3 1729.1 407+7
−7

11 1 1749.3 398+8
−8 2 1810.3 400+6

−6 3 1865.3 403+5
−6

12 1 1885.1 394+12
−12 2 1945.8 394+7

−7 3 2001.2 405+5
−5

13 1 2020.8 407+9
−9 2 2082.1 393+8

−8 3 2137.8 403+6
−6

14 1 2156.8 385+14
−16 2 2217.7 396+11

−11 3 2273.6 402+9
−9

15 1 2292.0 395+19
−19 2 2352.3 422+11

−12 3 2407.7 389+11
−11

16 1 2425.6 405+21
−22 2 2485.9 411+11

−12 3 2541.7 412+9
−10

17 1 2559.2 353+26
−27 2 2619.8 398+12

−13 3 2676.2 395+9
−9

18 1 2693.4 423+22
−23 2 2754.5 408+10

−10 3 2811.4 412+7
−7

19 1 2828.2 386+24
−25 2 2889.7 419+13

−14 3 2947.1 398+7
−7

20 1 2963.4 399+18
−18 2 3024.8 423+13

−14 3 3082.4 410+8
−9

21 1 3098.3 427+22
−23 2 3160.0 409+17

−17 3 3217.8 416+12
−12

22 1 3233.3 373+29
−30 2 3295.2 378+21

−21 3 3353.6 389+15
−15

23 1 3368.7 450+50
−60 2 3430.9 380+40

−30 3 3489.7 407+25
−25

24 1 3504.4 360+70
−80 2 3567.1 370+40

−40 3 3626.3 400+40
−50

Figure 8. Prior (grey) and posterior (coloured) distributions of

the visibility ratio parameter for l = 2 (top) and l = 3 (bottom),
for the 45-year BiSON spectrum. The grey horizontal dashed lines

show the centroid for the prior distribution.

surements from the 45-yr spectrum are not a uniform average
over those years but more heavily weighted towards the post-
1992 epoch.

In future work we hope to compare splittings estimates
from a shorter subset of the BiSON data with those from
space-based Sun-as-a-star instruments such as GOLF and
resolved-Sun instruments such as the Global Oscillations Net-
work Group (GONG), the Michelson Doppler Imager (MDI)
and the Helioseismic and Magnetic Imager (HMI). We also
plan to refine the fitting algorithm to provide definitive values
for the mode frequencies.
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SOFTWARE

Below we include additional software used in this work which
has not explicitly been mentioned above.

• Python Van Rossum & Drake Jr (1995)
• AstroPy (Astropy Collaboration et al. 2013, 2018)
• Matplotlib Hunter (2007)
• NumPy Harris et al. (2020)
• SciPy Virtanen et al. (2020)
• corner Foreman-Mackey (2016)

DATA AVAILABILITY

The BiSON time series analysed here is available at http:

//bison.ph.bham.ac.uk/opendata.
The SolarFLAG time series are available on reasonable ap-

plication to the authors.
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Figure 9. Prior (grey) and posterior (coloured) distributions for
l = 1, l = 2, and l = 3 splittings from the 45-year BiSON spec-

trum, as a function of frequency. The grey horizontal lines show
the median of the prior distribution.

Figure 10. Splittings from the 45-year BiSON spectrum in error-

bar format, as a function of frequency. The synthetic SolarFLAG
results from Figure 5 are overlaid in fainter shades.
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APPENDIX A: CORNER PLOTS

Figures A1 to A4 show the “corner plots” for sample fits to
the BiSON spectrum. These are the fits that are shown in
Figure 7. We can see that there some correlations among the
parameters, especially for the higher-frequency case. There
tends to be a positive correlation between the visibility scale
parameter and the l=2 or 3 splitting, which is not unex-
pected. The l = 3 amplitude is somewhat negatively corre-
lated with the visibility scale parameter, and hence it is also
anticorrelated with the l = 3 splitting. None of the correla-
tions we see are of particular concern, given that our final
results are taken from the marginalized posterior distribu-
tions.
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Figure A1. Corner plot for fit to the l = 2, n = 10/l = 0, n = 11 mode pair.

MNRAS 000, 1–9 (2023)



Low-degree solar rotational splitting 11

Figure A2. Corner plot for fit to the l = 3, n = 10/l = 1, n = 11 mode pair.
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Figure A3. Corner plot for fit to the l = 2, n = 17/l = 0, n = 18 mode pair.
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Figure A4. Corner plot for fit to the l = 3, n = 17/l = 1, n = 18 mode pair.
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